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ABSTRACT
When a roadside 802.11-based wireless access point is shared
by more than one vehicle, the vehicle with the lowest trans-
mission rate reduces the effective transmission rate of all
other vehicles. This performance anomaly [9] degrades both
individual and overall throughput in such multi-vehicular
environments. Observing that every vehicle eventually re-
ceives good performance when it is near the access point, we
propose MV-MAX (Multi-Vehicular Maximum), a medium
access protocol that opportunistically grants wireless access
to vehicles with the maximum transmission rate. Mathe-
matical analysis and trace-driven simulations based on real
data show that MV-MAX not only improves overall system
throughput, compared to 802.11, by a factor of almost 4,
but also improves on the previously proposed time-fairness
scheme [20, 22, 15] by a factor of more than 2. Moreover, de-
spite being less fair than 802.11, almost every vehicle bene-
fits by using MV-MAX over the more equitable 802.11 access
mechanism. Finally, we show that our results are consistent
across different data sets.

Categories and Subject Descriptors
C.2.1 [Computer-Communications Networks]: Network
Architecture and Design—Wireless Communication

Keywords
802.11p, Infostations, Vehicular Communication,
Opportunistic Connectivity, Delay Tolerant Networking

1. INTRODUCTION
Users desire high bandwidth Internet connectivity on the

road, much as in their office or home. Currently, 3G tech-
nologies such as EvDO and HSDPA address this need. How-
ever, because these operate on a licensed spectrum and aim
for complete coverage, they are typically prohibitively ex-
pensive for transferring bulk data such as multimedia con-
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tent. Fortunately, even higher throughput, albeit with dis-
connection episodes, can be provided by 802.11-based road-
side wireless access points or infostations [16, 5]. The latter
solution is attractive due its high capacity, low capital cost,
and incremental deployability.

We envision that vehicles of the future will be routinely in-
stalled with 802.11 NICs allowing occupants to opportunis-
tically download travel information, shopping coupons, news
summaries, and perhaps even music and videos, to be viewed
by passengers or listened to by the driver or viewed at the
destination. This vision is also shared by the IEEE 802.11p
working group and the Dedicated Short Range Communi-
cations (DSRC) [4] branch of the US Intelligent Transport
System (ITS), discussed further in Section 6. Figure 1 de-
picts multiple vehicles passing a roadside access point.

Because vehicles in motion have short connection dura-
tions with roadside access points, efficient use of this du-
ration is important. With a single vehicle, this is rela-
tively straightforward and has been studied in past work
[16]. However, when multiple vehicles are within range of an
access point, the wireless medium is shared. This creates the
following problem: standard contention-based media access
control used in 802.11 suffers from a performance anomaly
[9] when multiple vehicles with different MAC-layer data
rates are within range of the same access point. Essentially,
the vehicle with the lowest data rate (and likely the poor-
est signal quality) slows all other vehicles down to its rate,
resulting in poor use of the wireless medium and reduced
performance for all vehicles.

MV-MAX solves this problem. Typically, as a vehicle
passes a roadside access point, it experiences poor signal
quality when entering wireless range, followed by a stronger
signal as the vehicle nears the access point, and a weakening
signal after the vehicle passes the access point. This typi-
cally translates into a low transmission rate at the fringes of
the access point’s coverage area and a high transmission rate
near the center of the coverage area. When multiple vehicles
are in range of an access point, the vehicles on the fringe of
coverage degrade the performance of all other vehicles. Con-
sequently, if we temporarily deny access to a vehicle when
it has poor signal quality, permitting it access only when it

Figure 1: Vehicles with short range communication
devices drive past an 802.11 access point



has good signal quality, not only does every vehicle eventu-
ally get an allocation of transmission capacity, making the
resource allocation roughly equal over the long term, but
the overall system throughput also increases.

The contributions of our work are as follows. To our
knowledge, we are the first to identify the impact of the
802.11 performance anomaly on the performance of multi-
vehicular wireless access. Second, we show how to re-
move this anomaly using MV-MAX, a simple opportunistic
scheduling algorithm. Third, we present an accurate math-
ematical model of a multi-vehicular wireless access system
and use it to analyze the performance of 802.11, MV-MAX,
and the previously proposed time-fairness scheme [20, 22,
15]. Finally, we use trace-based simulations, using real data
collected from two different environments, to study the per-
formance benefits of MV-MAX and compare it with both
802.11 and the time-fair resource allocation scheme.

The paper is laid out as follows. We describe the perfor-
mance anomaly problem and an overview of MV-MAX in
Section 2. We then present a mathematical model of multi-
vehicle access and use it to analyze MV-MAX in Section
3. In addition to mathematical modeling, we show, using
trace-based simulations in Section 4, that this technique not
only improves overall system throughput by 3.9 times that
of 802.11, but also improves the performance received by
nearly every vehicle. We also compare MV-MAX with an
alternative scheme that shares time equally among vehicles
(time fairness), and show that our scheme provides 2.2 times
more throughput. Our results are consistent across data sets
collected both by us and by researchers at Intel Research at
Cambridge. We present a discussion of our work in Section
5 and related work in Section 6.

2. PROBLEM DESCRIPTION AND
SOLUTION OVERVIEW

Similar to Drive-Thru Internet [16], we consider a single
wireless access point (AP) placed at the roadside that is
used for Internet access by computers embedded in vehicles
as these vehicles drive by (see Figure 1). At a given moment,
more than one vehicle may use the access point. The goal of
each vehicle is to maximize the amount of data transferred to
and from the access point as it drives by, while the goal of the
access point provider is to maximize the sum of individual
vehicular throughputs.

The (a) hardware configuration of the access point and
vehicle-based client, such as its antenna and NIC, (b) mod-
ulation scheme and channel coding chosen by each NIC, and
(c) RF environment jointly determine the transmission rate
at every point in the coverage range of an access point. Each
NIC chooses a modulation and encoding to maximize the
transmission rate given the current RF environment and its
own hardware capabilities. Although this decision process
can be complex, the 802.11 standard decrees that the resul-
tant channel transmission rate must be one of a pre-defined
set of rates. For instance, 802.11g has 12 different combina-
tions, resulting in transmission rates between 1 Mbps and 54
Mbps; 802.11b has four combinations yielding rates between
1 Mbps and 11 Mbps. Due to the high variability of RF sig-
nals, each point in the range potentially has a different wire-
less transmission rate, as experimentally verified in Figure
2. Moreover, at the same point in the roadway, different ve-
hicles may choose different transmission rates depending on

the rate selection algorithms [19, 12] implemented at their
NIC.

When there is a single vehicle in range of the AP, vari-
ability is not a problem. However, if more than one vehi-
cle is in range of the AP, then a well-known performance
anomaly arises [9]. Because transmitting one maxmium-
sized 1500 byte IP packet at 1 Mbps takes approximately 50
times longer, depending on 802.11 preamble and header con-
figuration [7], than transmitting one packet at 54 Mbps, a
“slow” user, transmitting at 1 Mbps, can greatly slow down
“faster” users. As we show in Section 4, this results in poor
overall performance.

In contrast, MV-MAX allocates the wireless medium to
the vehicle(s) experiencing the best SNR, which roughly cor-
responds to sharing the medium among vehicles with the
best transmission rates. Although this is unfair over the
short term to vehicles in locations with poor SNR, every ve-
hicle is likely to be allocated a high transmission rate at some
point in its trajectory. Hence, over a longer time frame, the
scheme is more or less fair. We also considered a distance-
based approach, where the vehicle closest to the AP would
be assigned use of the medium; however, due to the mul-
titude of environmental factors that affect the RF signal,
distance alone does not accurately predict signal quality, as
we show experimentally in Section 4.1.

MV-MAX is unfair because of two reasons. First, it shares
the medium among all vehicles with the best SNR. There-
fore, a vehicle that does not share the medium, because no
one else is simultaneously in a good coverage area, will get
better throughput than vehicles that share access. Second,
in a naive implementation of MV-MAX, vehicles that hap-
pen to be shadowed and therefore never get a good SNR
may never be allowed to transmit. Nevertheless, we show
in Section 4 that under some assumptions, nearly every ve-
hicle’s performance improves using MV-MAX compared to
802.11. Therefore, it is incentive-compatible for every vehi-
cle to switch to MV-MAX.

2.1 Implementation
One potential argument against MV-MAX is that it re-

quires a change to the 802.11 MAC scheduling algorithm.
To address this, we present three realistic implementation
alternatives.

First, the 802.11k extensions to the base 802.11 protocol
provide a dedicated signaling channel for network control.
Therefore, if APs and clients support 802.11k, which is plau-
sible in future systems, the AP can use this channel to ask
each client to report its current SNR, then allocate the data
channel to the client with the best SNR.

Second, if such a signaling channel is unavailable, but
clients support PCF, then a PCF grant message can be used
to allocate the channel to the client with the best SNR.

Third, if neither approach is feasible, then a third al-
ternative is a “MAC ACK Hack”, which works as follows.
Here, the AP is modified to persistently refrain from send-
ing an 802.11 ACK to clients who are to be denied service.
This forces them to back-off, clearing the air for the cho-
sen client(s). Using 802.11g, which has a maximum back-off
value of 1024 slots and a slot time of 20 µsec, clients would
be forced to retransmit a packet at least every 20 ms [7].
Assuming symmetric RF channels, this also acts as a probe
to provide the client’s SNR to the AP. Therefore, it is simple
for the AP to choose the client with the best SNR and send



Table 1: Rate coupling functions (k vehicles)
rateCouple User Rate System Rate
(r1, r2, . . . , rk)

802.11
1

kX
j=1

1

rj

k × User Rate

Time Fairness
ru

k

1

k

kX
j=1

rj

MV-MAX

8><>:
ru if ru =

max(r1, ..., rk)

0 otherwise

max(r1, ..., rk)

it an ACK, denying access to all other clients.
The “MAC ACK Hack” is not without problems. A client

who is forced to retransmit many times may think that the
AP is faulty or that it is out of range of the AP, and may
disassociate from the AP and therefore may not be able to
use the AP at all. Additionally, retransmissions can force
TCP timeouts, which can reduce client throughput to nearly
zero. Worse, if the client were to mark the network as un-
reachable, TCP sessions might simply close. Despite these
challenges, the solution is at least backward compatible with
all legacy clients. We plan to identify and eliminate these
and other drawbacks in future work.

3. ANALYSIS
We now mathematically analyze MV-MAX and compare

it with unmodified 802.11 and time-fair scheduling.

3.1 Modeling Assumptions
We make the following assumptions to simplify the math-

ematical model. The impact of these assumptions on the
correctness of our results is discussed in Section 5.

• Vehicles are assumed to have a single radio and all
vehicular radios use the same channel.

• Vehicles are assumed to move in the same direction.

• Vehicles always have data to either send or receive.

• The rate at which a vehicle can send or receive user-
level data over the wireless medium depends on many
factors. We assume that, at every point in time, there
is a deterministic decision process that maps from the
received signal strength at a particular point in the
roadway to a transport-layer data transmission rate,
taking into account the decision process embodied in
IEEE 802.11 auto-rate fallback [19, 12]. We justify
this assumption based on real traces in Section 4.

• We assume that all vehicles experience the same sig-
nal profile as they pass the access point. This implies
that they travel at the same speed, and use identical
equipment and software.

• We assume that the RF links are symmetric.

• All communication is between a vehicle and the AP
and there is no vehicle-to-vehicle communication.

3.2 Model
Time Slots

We divide time into discrete time intervals (or slots) of
length slot length (e.g. 100 ms). With fixed vehicle speed

and fixed slot length, the number of slots m in coverage
range of the AP1 is shown in Equation 1.

m =
coverage range

slot length× vehicle speed
(1)

Because all vehicles move with the same speed, a time slot
also corresponds to a constant-sized section of the roadway.
A vehicle in the uth time slot has an intrinsic user-level data
transmission rate ru. This represents the average rate this
vehicle would achieve if it were the only vehicle in range
of the AP. The choice of slot length therefore functions as
a smoothing parameter, mitigating the effects of sporadic
rate fluctuation. This is done without loss of generality as
the slot length can be chosen to be the shortest possible
data unit (i.e. the smallest 802.11 frame transmitted at the
highest rate).

Vehicle Arrival Rate
We assume that the vehicle arrival process is Bernoulli

with parameter p. That is, with probability p, a vehicle
will enter range of the AP during one time interval (one
slot) and with probability (1−p) no vehicle will enter range
during that slot.

Effective Transmission Rate
We now derive the expected throughput using a particular

medium access control (MAC) protocol in a multi-vehicular
scenario. Given k vehicles in range of the AP and their
intrinsic rates r1, r2, ..., rk, we compute the actual rate (or
effective rate) achieved by each vehicle due to the presence
of other vehicles (which we call rate coupling). The rate
coupling function depends on the MAC scheduling scheme
used.

Using standard 802.11, each vehicle has an equal oppor-
tunity to transmit at its intrinsic rate ru, resulting in per-
packet fairness. Therefore, each vehicle is allocated the har-
monic mean of the intrinsic rates of all k vehicles in range,
as shown by the equation in the first row of Table 1. The ef-
fective system throughput is therefore k times the individual
throughputs.

With the time fairness scheme [20, 22, 15], each vehicle
is given an equal time share to use the wireless medium,
which can be thought of as a partitioning of a single time
slot. This leads to the vehicle in the uth slot receiving an
individual throughput of ru/k as shown in Table 1.

With MV-MAX, the vehicle with the largest intrinsic
rate gets the entire capacity. If more than one vehicle has
the highest rate, the capacity is shared equally among them.

Effective System Throughput
The expected throughput of a system with Bernoulli vehi-

cle arrivals to a section of roadway with m slots is:

mX
k=0

pk(1− p)m−k 1

k!

mX
j1=1

mX
j2=1
j2 6=j1

· · ·
mX

jk=1
jk 6=j1
···

jk 6=jk−1

rateCouple(rj1 , . . . , rjk )

(2)
The outer sum considers all possible number of vehicles

in the system, k, which is at most equal to the number of
slots, m, as a slot can only contain up to one vehicle. The

1We use the term coverage range to indicate the total length
of the roadway in which a vehicle is in range of the AP.



probability that there are k vehicles in range is given by the
binomial distribution B(m, p), where p is the vehicle arrival
probability. These vehicles each occupy one of the m slots
on the roadway; the k vehicles can be placed in m slots in
m!/(m− k)! permutations. Only the simplified form of this
combined with B(m, p) is shown. For each permutation, the
k vehicles are in positions j1...jk where they receive rates
rj1 ...rjk which are coupled using the rateCouple function,
which depends on the MAC scheduling scheme used (see
Table 1). The nested summations are chosen so that no two
subscripts are the same because a chosen slot cannot contain
more than one vehicle.

We show in Section 4.3 that the results from this equation
closely match those from our simulations.

4. SIMULATIONS
To study the expected behavior of a system that imple-

ments MV-MAX, we developed a simulator that combines
Monte Carlo simulation with real traffic traces. Simulated
vehicles arrive at a stretch of road following a Bernoulli dis-
tribution and as they pass the AP, each vehicle encounters
an identical set of transmission rates derived from experi-
mental data. By tuning the Bernoulli arrival probability p,
we can control the mean vehicle arrival rate, which is pro-
portional to the average number of vehicles in range of the
AP, p×m, in a system with m slots. We used a slot length
of one second for our simulations.

Each simulation run corresponds to at least three hours
of real time. For each data point, we ran 100 simulations
and 95% confidence intervals (error bars) are shown. On
most graphs, however, the error bars are too small to be
seen. We use two different data sets for comparison, each
using IEEE 802.11b, as discussed next. We also compare the
performance of three separate MAC scheduling algorithms:
standard 802.11, Time Fairness, and MV-MAX.

4.1 Experimental Data
Our Data

We collected the first data set in December 2004 [8]. A
roadside wireless access point (a Linksys WAP11, running
802.11b) was attached to a laptop running an FTP server.
A vehicle with a wireless client mounted in the sunroof (a
Soekris 4801 with an Aries 5354 MP 802.11b miniPCI card)
drove past the access point and was configured to send FTP
data as fast as possible once it detected the presence of a
connection. Throughput over time (see Figure 2(a)) was
then calculated using tcpdump logs of each run. Four vehicle
speeds were tested and five runs at each vehicle speed were
done in each direction (40 runs in total).

Due to space limitations only data from 80 km/h in one
direction is shown in this paper. Using this data, with a slot
length of one second, there are m = 84 slots and therefore
the AP has a range of 1867 m. As an example, using an
arrival probability p = 0.067 yields an arrival rate of four
vehicles per minute, which implies that on average there are
5.6 vehicles in range of the AP with an average of 333 m
between each vehicle.

Figure 2(a) shows a significant drop in throughput in the
middle of the run. This drop was consistent across all runs
(and in both directions), and we attribute this to a small
dip in the road which caused line-of-sight to be briefly lost
between the vehicle and the access point.

Intel Data
The second data set was collected by Intel Research [6],

and is publicly available at the Dartmouth CRAWDAD
archive [3]. The test procedure was similar to ours, except
that the range is diminished without an external antenna.
Only two runs per configuration were done. Throughput
over time is shown in Figure 2(b).

We used data collected at 40 km/h in our simulations.
There are m = 59 slots and therefore the AP has a range of
656 m. Here, four vehicles arriving per minute (p = 0.067)
implies an average of 3.9 vehicles in range of the AP.

Maximum TCP Throughput over 802.11b
In an ideal environment, the maximum achievable

throughput of TCP over an IEEE 802.11b link is influenced
by many factors, including: TCP header and flow-control
overhead, MAC header and ACK overhead, PHY pream-
ble overhead and legislated 802.11 idle times such as SIFS
and DIFS. The theoretical maximum throughput of a 1500
byte datagram sent over an 11 Mbit/s 802.11b link was cal-
culated by Jun et al. [11] to be 6 Mbit/s. The maximum
TCP throughput over the same link has been experimentally
measured to be 5.1 Mbit/s [9], and as much as 5.5 Mbit/s in
our lab experiments. We use a generous upper limit of 5.9
Mbit/s to compare our results in the following sections.

4.2 Consistency of Throughput Profile
For MV-MAX to be fair, the signal pattern observed by

every vehicle must be relatively consistent. Otherwise, a
vehicle that never gets a good signal is in danger of being
shut out. Nevertheless, because MV-MAX focuses only on
the best SNR, variability in SNR in the fringe areas does
not affect its performance.

Figure 2(a) and 2(b) each show four runs of throughput vs.
distance overlaid overtop of each other. Although not per-
fectly identical, the general shape of the signal profile is con-
sistent across all four runs, including the drop in through-
put in the middle of the run in Figure 2(a). Note that all
runs, corresponding to different vehicles, achieve the highest
throughput for a substantial fraction of the time.

4.3 Simulator Validation
Bugs in simulation can lead to unexpected and invalid

results. Therefore, we first validated the correctness of our
simulator against our mathematical model.

The mathematical model of expected system throughput
(Equation 2 presented in Section 3.2) requires us to enumer-
ate all k! permutations of vehicular placements on the road,
which grows exponentially with k. Consequently, it can be
evaluated only for small values of k. Our simulations, there-
fore, can be thought of as Monte Carlo simulations that
approximate this equation. We now compare simulation re-
sults with those predicted by the equation for small values
of k. To simplify matters, we created a smaller test data set;
see Figure 2(c) for the signal profile, which is representative
of real data.

Using this test data with several different arrival proba-
bilities, we both solved our equation and performed simula-
tions. The lines in Figure 3(c) show the analytical results,
while the points represent the simulated results. As shown,
the simulation results (with 95% confidence intervals too
small to see) agree exactly with our analytical results. This
validates the correctness of our simulator.
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Figure 2: TCP Throughput over time (802.11b)
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Figure 3: System Throughput

4.4 Effect of 802.11 Performance Anomaly
Standard 802.11 performs poorly in multi-vehicle scenar-

ios due to the performance anomaly [9]. Our simulations
confirm this, as can be seen in the 802.11 curves in Figure
3(a)-(c), which show the average system throughput ver-
sus vehicle arrival rate for standard 802.11. Here, system
throughput is the average TCP throughput achieved from
the access point over time. Note that as the vehicle arrival
rate increases, the overall performance of 802.11 decreases
because there are more vehicles in fringe areas which drags
down overall performance.

4.5 MV-MAX Improves Overall and
Individual Performance

Figure 3(a)-(c) also shows the increase in average sys-
tem throughput achieved using MV-MAX as vehicle traf-
fic density increases. MV-MAX improves overall system
throughput by up to 3.9x over that of 802.11 using our data
(3.6x using Intel data). Moreover, MV-MAX approaches
the maximum achievable TCP throughput over an IEEE
802.11b link (derived in Section 4.1 to be 5.9 Mbit/s). At
high vehicle arrival rates, MV-MAX attains TCP through-
put of 4.81 Mbit/s using our data and 5.3 Mbit/s using Intel
data.

Because the improvements reported above are averaged
across many vehicles, it was not clear whether the perfor-
mance improvement of some vehicles came at the expense
of reduced performance of other vehicles. To analyze this,
we simulated 100,000 vehicles passing by a roadside access
point and recorded each vehicle’s improvement ratio for each
scheme compared to standard 802.11. An improvement ratio
greater than one indicates that a particular vehicle trans-
ferred more data using an alternative scheme than using
802.11. In dense vehicle traffic this was always the case, as
shown in Figures 4(a) and 5(a) which show each vehicle’s

improvement ratio sorted in descending order. Therefore, in
dense vehicle traffic, all vehicles benefit from using either of
the two alternative schemes, making them incentive compat-
ible. We next explore different traffic densities and compare
the relative gain from MV-MAX vs. Time Fairness.

4.6 MV-MAX vs. Time Fairness
In the multi-vehicle scenario, using Time Fairness results

in a significant performance gain compared to standard
802.11. In our simulations, we observe up to 1.8x greater
system throughput (Figure 3), using our data (2.3x using
Intel data). However, MV-MAX outperforms even Time
Fairness. In particular, using our data, MV-MAX results
in up to 2.2x more throughput than Time Fairness (Figure
3) (1.6x using Intel data). Overall, MV-MAX outperforms
802.11 by 3.9x using our data and 3.6x using Intel data.

Nevertheless, some vehicles may do better with Time Fair-
ness than with MV-MAX. This is clear from Figures 4(a)
and 5(a) where we observe some overlap between the im-
provement ratios of MV-MAX and Time Fairness. To ex-
plore this further, as well as to explore the effect of vehi-
cle arrival rate, we performed the same simulation as above
for different vehicle arrival rates, except we report the per-
centage of vehicles that transferred the same or more data
using MV-MAX than with either Time Fairness or 802.11.
Figures 4(b) and 5(b) show that, at worst, with an arrival
rate of one vehicle/min., 97.2% (our data) and 95.8% (In-
tel data) of vehicles were able to transfer the same or more
data using MV-MAX than they would have if they 802.11
had been used. The results are slightly lower for Time Fair-
ness, where, in the worst case, with a vehicle arrival rate of
24 vehicles/min. and 34 vehicles/min. (our data and Intel
data, respectively), only 80.8% (our data) and 81.6% (Intel
data) of vehicles transferred the same or more data using
MV-MAX than with Time Fairness.
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Figure 4: Our Data (80 km/h)
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Figure 5: Intel Data (40 km/h)

In general, using MV-MAX results in greater average in-
dividual improvement than with Time Fairness. However,
due to its unfair nature, some vehicles experience poorer
performance than they would have received using another
scheme. In the worst case, this affects only approximately
4% of vehicles versus 802.11 and only approximately 19%
versus Time Fairness.

4.7 MV-MAX Unfairness
As discussed above, MV-MAX trades off fairness for per-

formance. Here we explore the degree to which MV-MAX
is unfair.

To quantify this, Figures 4(c) and 5(c) present a Lorenz
curve for vehicular throughput. A Lorenz curve is often
used to represent income distribution in society, showing
what fraction of households have what fraction of the cu-
mulative income. For instance, a point (x,y) on the curve
would indicate that x% of the housholds earn y% of total in-
come in society. Clearly, in an equitable society, the Lorenz
curve is a straight diagonal line, and a deviation from lin-
earity is a visual indicator of unfair income distribution. In
our case, we show the fraction of vehicles that transferred
each cumulative fraction of the total data. Using the same
100,000 simulated vehicles used in Figures 4(a) and 5(a), we
constructed a Lorenz curve representing the data, shown in
Figures 4(c) and 5(c).

Both 802.11 and Time Fairness achieve near perfect fair-
ness, as shown by the overlapping lines near the diagonal
perfect fairness line. MV-MAX however, is somewhat un-
fair; using our data (Figure 4(c)), we see that the bottom
25% of vehicles transferred only 10.2% of the data, and the
bottom 50% transferred only 30.1% of the data (14.5% and
35.5%, respectively, using Intel data as in Figure 5(c)). We
next discuss the tradeoff between fairness and optimality.

5. DISCUSSION AND FUTURE WORK

5.1 Effect of Modeling Assumptions
We have made some simplifying assumptions in our anal-

ysis and simulations. Here, we discuss the degree to which
these simplifying assumptions are likely to hold in practice.

• Single radio per vehicle: Having multiple radios is fea-
sible, but then MV-MAX is applicable to each channel,
separately.

• All vehicular radios on the same channel : This is a
reasonable assumption because every vehicle has to be
on the same channel as the access point anyway.

• All vehicles are assumed to move in the same direc-
tion: This assumption will be met as long as the APs
on opposite sides of a roadway either are physically
staggered or allocated different channels so that there
is no interference between them. This is consistent
with current channel allocation best practices.

• Vehicles always have data to send or receive: We make
this assumption to simplify analysis. Of course, grant-
ing access to a vehicle with the best SNR, but with
no data to send or receive, is not useful. This can be
taken into account in MV-MAX by granting access to
the vehicle with the best SNR, among all vehicles that
have data to send or receive. Unfortunately, analysis
of the resultant system is complex because it depends
on the exact workload. We plan to study intermittent
vehicular transmissions in future work.

• All vehicles encounter the same signal profile and thus
achieve the same transport-layer throughput as they
drive past the access point : This assumption is nec-
essary to ensure long-term fairness among vehicles. It



is the most problematic of our assumptions, as the
transport-layer throughput of a vehicle depends on
many factors, such as the type of equipment it has, its
antenna configuration, and MAC-level settings (such
as the RTS threshold). Suppose one vehicle had a
large antenna and therefore received the best signal
while other vehicles with normal or no external anten-
nas consistently had weaker signals. MV-MAX would
then allocate all the bandwidth to the vehicle with the
biggest antenna, making it unfair. Nevertheless, this
assumption allows us to derive a simple expression for
the gain from our approach. We intend to study the
effect of rate heterogeneity, and to enforce fairness us-
ing some form of proportional fairness [13] in future
work.

• RF links are symmetric: Measurements [1] indicate
that although radio links are not completely symmet-
ric, this assumption is valid to first order. Investigating
the effect of asymmetric links is future work.

• All communication is between a vehicle and the access
point : This assumption allows us to ignore highly vari-
able effects introduced by the back-haul connection to
the Internet. In practice, this assumption amounts to
the access point functioning as a cache between vehic-
ular users and the Internet.

5.2 Fairness vs. Optimality
MV-MAX makes resource allocations less fair, yet nearly

every vehicle improves its performance. Therefore, it is
incentive compatible for each vehicle to participate, even
though the resulting resource allocation increases the degree
of envy in they system. Designing a resource allocation that
is both Pareto optimal and fair is a challenging problem,
that, in general, is unsolved. We believe that devising such
a scheme for the multi-vehicular environment is a fruitful
direction for future work.

5.3 Dealing with Urgent Data
By denying access to vehicles with poor SNR, MV-MAX

increases the delay experienced by their packets. This may
be inappropriate for “urgent” data. If the fraction of urgent
packets in the system is small (and there is a way to prevent
a vehicle from marking all packets as urgent), then a simple
two-priority scheme suffices to reduce the delays faced by
urgent traffic. In this scheme, preference is given to urgent
packets, and among urgent packets, to packets from vehicles
with the best SNR. We intend to study such a scheme in
future work.

5.4 Prototype Implementation
Besides simulating the effect of parameters such as in-

termittent workloads, dissimilar signal profiles, and asym-
metric links on performance, we are in the process of imple-
menting MV-MAX on a realistic testbed and will be running
real-world experiments to verify and build on our simulation
results. This will also allow us to study the effectiveness of
the “MAC ACK Hack”.

6. RELATED WORK
Our work assumes that mobile devices in vehicles will use

high-bandwidth, short-lived opportunistic connections that

arise as the vehicle is in motion. This vision is shared by
many academic as well as industry initiatives.

Ott and Kutscher are extensively studying the Drive-thru
Internet system [16]. Their work focuses on high level issues
such as maintaining persistent connections through periods
of disconnection [17] and automating hotspot authentication
[18]. Our work is complementary as it provides a lower-layer
optimization for scheduling media access when multiple ve-
hicles are in range of a single access point.

Work at Rutgers WINLAB pioneered Infostations [5],
which shares the same vision as Drive-Thru Internet. Here,
vehicles engage in “infofueling” as they opportunistically
drive past roadside access points. However, Infostation re-
search focuses primarily on motivating the idea [5] and inte-
gration with cellular networks [2]. Work at the MAC layer
includes improving packet delivery probability through the
use of an adaptive retransmission scheme [10].

The driving force behind vehicular communication is ve-
hicular safety. The Dedicated Short Range Communica-
tions group (DSRC) [4] along with IEEE 802.11p working
group are heading this initiative. Their solution, backed by
many major automobile manufacturers, uses spectrum in
the 5.9GHz band allocated by the FCC for use by the US
Intelligent Transport System (ITS) project. Work by the
DSRC group addresses many important problems, such as
location-based broadcast [21] and vehicle-to-vehicle multi-
hop communication [14]. Our work complements this ini-
tiative, providing a scheduling scheme that improves perfor-
mance in the vehicle-to-infrastructure mode of operation.

Our work is part of the broader field of scheduling ac-
cess to a shared resource (in our case, the wireless medium).
Existing scheduling disciplines are either centralized or de-
centralized. In a decentralized approach, such as CSMA/CD
used in 802.3 Ethernet or CSMA/CA used in 802.11, users
randomly contend for access to the medium, and perform
some back-off procedure upon collision [7]. On the other
hand, centralized media access schemes, such as those used
in cellular technology, rely on a scheduler to grant media
access to each user. The goal of a scheduler is to maximize
some objective function (e.g. high throughput).

The 802.11 MAC protocol uses a decentralized CSMA/CA
approach for sharing media access. This contention-based
design aims for per-packet fairness giving no consideration
to the amount of time a client occupies the medium (ig-
noring the client’s transmission rate and the length of the
packet). This results in a performance anomaly, identified
by Heusse et al. [9], where one slow user with poor signal
quality effectively slows down all other users to its rate.

This performance anomaly can be resolved using a time
fairness approach [20, 22, 15]. Rather than users contend-
ing on a per-packet basis, users contend on a per-time basis.
Therefore, each user obtains a fair share of time to access
the medium and as a result, slow users don’t impact the
performance of fast users. While this solution provides an
alternative way of achieving fairness, it isn’t able to achieve
optimal use of the medium in a multi-vehicular environment
because it doesn’t exploit the consistent signal profile expe-
rienced by vehicles as done by MV-MAX.

MV-MAX builds on the ideas of opportunistic schedul-
ing [13]. Opportunistic scheduling, currently used by EvDO
systems, exploits the constant small-scale fluctuation of user
signal quality, known as multi-user diversity. The idea is
that if two clients are communicating with a base station,



and one has poor signal quality during a particular time slot
and the other has good signal quality, the channel should be
assigned to the user with the good signal quality because on
average, due to the constant fluctuation of signal quality, all
users will experience good signal quality at some point in
time.

MV-MAX differs from traditional opportunistic schedul-
ing in several important ways. First, opportunistic schedul-
ing ideas have never been applied to 802.11. Second, oppor-
tunistic scheduling exploits small-scale fluctuations (on the
order of milliseconds), whereas MV-MAX considers much
larger time scales (minutes). This allows MV-MAX to ex-
ploit the repeatability of the signal profile experienced by
a vehicle passing a roadside access point; something oppor-
tunistic scheduling work has yet to explore.

MV-MAX deviates from traditional opportunistic
scheduling because scheduling media access for cellular
users is different from scheduling media access for ve-
hicles that occasionally pass roadside access points. In
particular, cellular users expect to be connected all the
time, thus the scheduler does not have the flexibility to
temporarily restrict access to a user, even if the user is
currently experiencing poor signal quality and servicing
the user would significantly degrade the performance of
the entire system. Because users of opportunistic roadside
connections inherently expect to experience disconnected
episodes between access points, the vehicular user wouldn’t
even notice if his/her access was being restricted for a few
extra seconds as the scheduler waits for the vehicle’s signal
quality to increase as it nears the access point.

7. CONCLUSIONS
We study the performance of an 802.11-based wireless ac-

cess point that is shared by more than one passing vehicle.
In this situation, due to the 802.11 performance anomaly
[9], vehicles on the fringe of coverage with low signal-to-
noise ratios, and therefore slow transmission rates, reduce
the effective transmission rate of all other vehicles. This de-
grades both individual and overall performance. We propose
a simple and intuitive opportunistic medium access mecha-
nism, called MV-MAX, that grants wireless access only to
vehicles with good SNR. Using both analysis and simula-
tion, we show that MV-MAX not only improves overall sys-
tem throughput, compared to 802.11, by a factor of 3.9,
but also outperforms the previously proposed time-fairness
scheme [20, 22, 15] by a factor of 2.2. MV-MAX is incentive-
compatible for all vehicular users, even though its resource
allocation is less fair than that of 802.11. Our results are
consistent across different data sets.
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