


Need for global state

* Sensor field: compute min, max, ave
* P2P network: find Popular items
* Stream database: find toP~K items
* Internet routing; find best interface for destination
* Todag’s talks
S GE Policies
* Channel and power assignment

* DOMINO data sharing




Systcm assumptions

* Large number of nodes
* nodes join and leave
+ links may fail
* ComPutation may be massivelg

distributed

« Values at each node change over time







L 8
may be mcomputaa =

o {iswell defined

* but may be uncomputable

» Consider a node that sends data, then
dies

+ And the data is lost!










Taxonomg: function

+ [Function being computed
* Extremal
* Histogram
* Measure of central tenclencg
* Routingtable
* Policg

* Optima| channel allocation







Taxonor19: change model

* State change model
2 Change in node state
* Noclesjoin or leave

* Links goup and down













Randomized aPProaches

* Fast: O(log N +1/error_bound) time
* | owcost
« Robust - no need for error recovery

- Accuracg depends on the scheme, but usua”g

Probabi listic
~ Scalable

o But -- need to avoid c:luplication




A\/oicling cluplication

> DuPIicate insensitive statistics (OD))

« Convert count to extremal value [Nath]

* Mass conservation
* ‘Push~59nopsis’ [KDG 03]

* Jag statistics with ID of node aclcling
information

o Need solve scaling problem
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Opcn Problems

« Which aPProach is “best’?
* How to moclel real Problems (routing?)

& Practical considerations

. cletectingtermination
* fault tolerance

* sensitivity to topologg
. removings’caleness

* security
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Cha”enge

» If we can solve these Problems, then it

opens up a new aPProaclﬁ to distributed
sel?—-organization

o At the intersection of distributed
systems, networking and databases!




