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1. Introduction and background

Web hosting is the management and provisioning of the set of services needed by a business to outsource its web presence. This web presence can be as simple as a static online brochure or as complex as  a highly available e-commerce portal that supports streaming video, online inventory management, and integration with enterprise-class ERP solutions. 

A web hosting service provider has to deal with many complex technologies and processes. These include web servers, storage servers, load balancers, firewalls, authentication systems, user control panels and billing. Over the past seven years, each web hosting provider has developed its own unique architecture that integrate these technologies to provide a comprehensive hosting solution. Nevertheless, there are several common features in these solutions, that, to my mind, form the basis for a ‘blueprint’ for web hosting. In this article, I will examine some vendor-neutral blueprints for web hosting. Readers should note that what is presented here is only an introduction to a vast and rapidly changing area of technology.

The architecture of a web hosting solution changes dramatically depending on the number of hosted domains and the complexity of a hosted site. A web hosting provider who hosts a few hundred domains faces problems far different than those faced by a provider hosting hundreds of thousands of domains. Similarly, a web hoster who provides only simple services like web service, FTP, telnet, and DNS has a different problem space than a hoster who provides complex e-commerce services, databases, or enterprise-class applications.  Based on this insight, we can classify web hosters along two axes, presented in the table below:

Number of domains
Simple
Complex

Small  (< 1000)
X
X

Medium (1000-100,000)
X
-

Large (> 100,000)
X
-

The table shows how web hosters can be categorized as small, medium, or large, depending on the number of domains they host. The boundaries between these categories are somewhat fuzzy: the intention is not to define hard and fast categories, but to indicate where a reasonable boundary seems to lie. Note that there are no medium or large complex hosters: each complex web site is difficult enough to manage that it is hard to scale a single company to deal with more than about a 1000 domains. 

In this article I will describe blueprints for web hosting for four categories of web hosters: small, mid-size and large for simple hosting, and small-size complex hosting.

Before we dive into the specifics of each blueprint, it is worthwhile to step back a little and consider the three stages of the webhosting lifecycle: setup, operations, growth. Consider a customer who shows up at a web hoster’s doorstep asking to be hosted. Amongst other things, a hoster has to allocate the customer to one or more servers, allocate disk space to host content, and set up billing records. These constitute the setup phase, and can take anywhere from a few minutes to several months. Once the site is up and running, the operations phase kicks in. A customer may want to add or modify content, set up mailing lists or FTP sites, or monitor service reliability. Similarly, the web hoster has to monitor server availability, bandwidth consumption and other day-to-day matters. The hoster also has to deal with failures, both of applications and of servers. In case of a failure, These fall into the operations phase of the life cycle.  Finally, the customer may want to buy more servers, bandwidth or disk space. A web hoster should be able to satisfy these requests, and these fall into the growth phase of the life cycle. As more resources are added, more setup may be needed, leading naturally back to the first stage of the life cycle [ a graphic would help here ].

2. Common technology

All categories of web hosters need some common technology components such as compute servers, web servers, monitoring, trouble ticketing, and control panels. In this section, lets take a closer look at these components. 

2.1 Compute servers

A compute server runs a  webserver and other application software such as BIND for DNS, ftpd for FTP service, and telnetd for telnet service. Compute servers usually run either some flavor of Unix such as Linux or Solaris, or Windows 2000/NT. A compute server’s capacity for web service is determined by its CPU speed, RAM size, speed of I/O bus, disk capacity, and network interface card type. At the low end, web hosters may use a PC-clone with 64 MB RAM and an IDE disk running Linux. At the high end, hosters may use a multiprocessor SPARC system with 4 GB RAM, multiple SCSI disks, and multiple 100 Mbps Ethernet cards. Obviously, the number of sites that can be sustained on a server varies widely depending on the capacity of the server. 

Vendors: Sun, Compaq, Dell, IBM, HP, Intel, VA-Linux, SGI, Network Engines, as well as numerous smaller players

2.2 Web servers

A web server is a software application that, at minimum, supports the HTTP protocol. Common web servers include Apache, Microsoft IIS, iPlanet (formerly Netscape Enterprise Server), and Zeus.  Currently, the two most popular web servers are Apache and Microsoft IIS, together accounting for over 90% of the market, according to Netcraft (http://www.netcraft.com). Low end web servers do not support extensions like Secure Socket Layer (SSL) and can only support a few hits per second. High end servers can support hundred of hits per second, virtual domains, and resource limits on dynamic pages. Since the high-end Apache server is freeware, the bar on web server functionality and performance has been raised very high, and lower-end servers are likely to disappear soon.

Vendors: Microsoft, Apache (public domain), Zeus, Sun/iPlanet

2.3 Storage systems

Storage systems hold web content. At the low end, this is the just the local disk on the compute server. The problem with hosting content on local storage is twofold. First, if the compute server crashes, it is hard to quickly restore the websites hosted on that server on to an alternative server. Second, it is much harder to work with a load balancer, because load balanced servers need to share the same content. These problems are avoided by placing web content on a separate storage system, typically accessed at the block level using Fiber Channel, and at the file level using NFS. Storage systems these days can provide several terabytes of highly available storage with automated backup and restore functionality. As a web hosting company scales up, there is a greater need for a highly available shared storage subsystem, and this is currently a hot market segment. An interesting phenomenon in this technology is that while storage costs are dropping rapidly, almost halving every year, the cost of managing storage is not dropping as fast. Thus, a new class of companies are providing storage services. These storage service providers offer managed storage on demand. This allows web hosting companies to quickly provision and resell storage without worrying about the operational overhead of managing a rapidly growing storage subsystem.

Storage System Vendors: Network Appliance, EMC, Sun, HP, Hitachi, IBM, Dell, Compaq, Veritas

Storage Service Providers: Storage Networks, StorageWay

2.4 Backup

Backup systems store web content on non-volatile media such as tape or CD-ROM. Backup software periodically scours each hosted site for changes, and records the modifications on tape. A full backup is usually performed once a week or so to assure high data availability. Backup is a mature technology, and usually is integrated into storage subsystems at the high end. However, there are also backup-only players at the low end.

Vendors: Arkeia, BRU, Veritas, CA

2.5 Billing and Customer Management

A billing system allows  a web hoster to bill customers for resource usage. A typical billing system allows web hosters to create customer records with customer information and their resource usage. This is then used to periodically bill each customer. A billing system has to keep track of defaulting customers, rebate programs, special discounts for individual customers, and the ever-increasing set of services offered by a hoster. These requirements greatly complicate high-end billing systems. 

Vendors: BillMax, Portal, Rodopi, TeleKnowledge, Clarify, Xact

2.6 Load balancers/High Availability

A load balancer directs an incoming stream of HTTP requests to one of a set of web servers. It may additionally deal with other protocols such as FTP, telnet, DNS, or HTTPS. A load balancer front ends a set of web servers that all serve identical content. It keeps track of the load on each server. When it gets a service request, it directs load to the least loaded server. An added benefit of a load balancer is that if a server crashes, the load balancer transparently directs load to other servers, masking the failure from a web browser. This allows high availability of web sites. Moreover, if a site is heavily loaded, more servers can be incrementally added to a load-balanced cluster  to handle the load.  Another way of making web sites highly available is to use a software-only solution, where a monitoring agent watches for site failures, and can transparently redirect requests to a backup server. These solutions tend to be cheaper than hardware solutions.

Vendors: Alteon/Nortel, F5, Arrowpoint/Cisco, Sun (Solaris High Availability module), Polyserve, Foundry

2.7 Name servers

A name server responds to requests for name resolution, i.e., translation from a Domain Name Service (DNS) name to an IP address. It can do so either by referring to local list of authoritative translations, a cache of previously resolved names, or by querying the authoritative name server for that name. Name service is commonly implemented using the Berkeley Internet Name Daemon (BIND) application.  A web hoster serves as the authoritative name resolver for all domains  and sub domains it hosts.

Vendors: None

2.8 Monitoring

A monitoring system allows an operator or customer to determine the status of a hosted service. Optionally, it informs an operator in case of service disruption. A monitoring system periodically presents a request for service. If some number of consecutive requests are denied, the system assumes that the service has been disrupted and takes appropriate action – either updating a display, or informing an operator.  Higher end monitoring systems, also called network management systems, are capable of monitoring both servers and network elements such as routers, firewalls, and switches.

Vendors: Big Brother, What’s Up (monitoring) HP Openview, Sun Net Manager, CA Unicenter, Tivoli, BMC Patrol (Network management)

2.9 Trouble ticketing

A trouble ticketing system allows a customer to request service from a hoster. A typical system allows a customer to report trouble online, then tracks the progress made by the hoster to resolve the problem. A good system allows a hoster to determine if there is a pattern in customer outages, often indicating a systemic problem. It also allows every staff member of the hosting company to know what action has been taken on the customers behalf, cutting down on confusion.

Vendors: ???

2.10 Control panels

A control panel is a web-site that allows a customer to take charge of some aspects of their service. For instance, a control panel may allow a customer to upload or download files, setup mailing lists, or add or delete users. A set of easy-to-use and foolproof control panels are essential for a web hoster to scale to hosting more than a few dozen sites. 

Vendors: Alabanza, Sphera, Ensim, Plesk

2.11 Firewalls

A firewall limits access to a network to a set of authorized users. Web hosters can use firewalls to make sure that only the owner of web site can upload content to that site or limit that amount of damage a cracker can do to their hosting operations. Higher end firewalls offer support for IPSec (IETF standard for IP security), Virtual Private Networks (VPN), and Network address translation (NAT). 

Vendors: Checkpoint, Cisco, SonicWall, Novell, Lucent, Nokia

2.12  Provisioning systems

A provisioning system allows a web hoster to automate a variety of routine tasks that are necessary for providing customers with a highly-available and customized hosting experience. Consider a customer who would like to host a web site on a dedicated server. Among other things, the hoster has to install an operating system on the server, assign it an IP address, assign a name, add the name to a DNS server, and set up a billing record for the customer. During day to day operations, the hoster may need to upgrade software on the server, restore accidentally deleted files, or add the server to a load balanced cluster. These operations are time consuming, especially when they have to be done on behalf of hundreds or thousands of customers. By automating these routing tasks, a provisioning system allows a web hosting provider to reduce operational costs.

Vendors: Alabanza, Sphera, Ensim, SystemsFusion 

2.13 Applications servers

A complex web site is usually built with three levels. At the front end, HTTP requests arrive (through a load balancer) at a compute server. The request is processed by an applications server that is supported by a database server. An applications server allows web content to be created on-the-fly by assembling and generating content from a variety of sources. Consider, for example, a web page that shows a customer his or her checkout cart. This page must be generated dynamically at the time of checkout. To do so, an applications server pulls together information from a database, wraps it in HTML, then gives it to a web server to be served to the requesting browser. Applications servers, therefore, are the glue that holds together a complex web site.

Vendors: Sun iPlanet, Webl;ogic, BEA, ATG, Vignette, Broadvision

2.14 Authentication systems

An authentication system allows a customer to use a single password to access all the resources granted to that user. Usually, the authentication system stores a user’s password or key, and all other systems refer to the authentication system when they want to allow or deny a user request. This lets a user ‘log in’ once to the ISPs infrastructure,  and can then seamlessly access all other resources. For instance, an ISP can use an authentication system to control a user’s access to a file system, email lists, billing records, firewall filters, and security keys. Most authentication systems are based either on the RADIUS protocol or the Kerberos key management system.

Vendors: Portal, Funk Software

3. Webhosting on the cheap: small webhosters 

 Now that we have armed ourselves with the technologies for web hosting, let us take a look at blueprints for each category of web hosters.

3.1 Small and simple web hosting

A small webhoster hosting up to a 1000 simple sites neither requires nor can afford the many of the high end technologies described in the previous section. Such a hoster can use an unbranded PC-clone both as a compute server and a storage system. As of this writing, a low-end server with 128 MB RAM, a 800 MHz processor, and 80-100 GB of disk in a 2U configuration can be had for as little as $1500. This is adequate to support about 200-250 virtual domains.  

For such hosters, the web server of choice is Apache, because it is free and feature rich. However, with the growing demand for Windows NT/Win2K hosting, most small web hosters also use Microsoft IIS.At the low end, backup can be done using any standard tape system or a server providing software RAID. These systems cost under $5000. Of course, small webhosters, like any service provider, need billing, monitoring, trouble ticketing, firewalling, and provisioning systems. These choices can be made from the low end of the range of choices described in Section 2. 

More and more small web hosters are using so-called web hosting appliances that combine a  hardware platform with a web server, a storage system, and control panels. These appliances from manufacturers like Cobalt/Sun, Compaq, and Dell greatly simplify the job of web hosting, although the service providers still needs to provide other sytems, such as firewalls, name servers, and trouble ticketing. 

Figure XXX sketches a typical blueprint for a small webhoster. 

3.2. Mid-size webhosting: the challenge of manageability

As a web hoster scales to more than about 1000 domains, the key issue is that of manageability. 
As the number of servers increases, customer requests that, for a small hoster, would come in once or twice a day, now flood in. Dealing with these requests gets harder and harder. For instance, while it is fairly straightforward to update software versions on a few servers, it becomes much harder to upgrade tens or hundred of servers. Thus, in order to achieve profitability, mid-size webhosters have to build or buy comprehensive provisioning systems. 

Other than the introduction of a provisioning system, midsize web hosters also have an opportunity to amortize the cost of a storage system, a billing system, a monitoring system, or a load balancer among a larger set of customers, who each pay marginally more to obtain much better service. Thus, midsize web hosters have a more complex hosting architecture that includes these elements. A typical blueprint for a midsize web hoster is shown in Figure XXX. 

Figure XXX

Notice that, compared to  a small web hoster, and mid size hoster has several additional systems, including load balancing and storage systems. These systems are managed by a provisioning system. 

3.3. Large-scale hosting: scale and reliability

A large scale web hoster must not only provide all the services provided by a midsize web hoster, but also provide these reliably, responsively, and with high availability. The need for high availability makes in necessary to adopt a clustered approach to web hosting (See Figure XXX). In a clustered approach, a compute server is specialized to a particular service. Each component of a customer’s service plan can be provided by any one of a set of servers providing that service. So, for instance, a DNS request could be provided by any one of a set of DNS servers, and email can be delivered from any one of a set of email servers. The glue that allows this to happen is a service-specific load balancer that can automatically request a service request to the least loaded available server. Moreover, the load balancer, by masking faults,  makes each service highly available. Finally, as customer load increases, capacity can be incrementally brought online as part of a load balanced server cluster. 

In additional to clustered hosting,  a large scale hoster has all the problems of  midsize hoster in terms of management and provisioning. Thus, an integrated provisioning system becomes and even more essential component of the system architecture. 

Note that in order to add compute servers scaleable, customer information cannot be kept on local disk. Therefore, all high end hosters use a storage system that then provides a single consistent view of customer content and status. High end hosters typically use high end ancillary products for billing, monitoring, firewalls, and servers. The OS of choice at the high end is Solaris, typically on an E450 class server.

3.4 Complex hosting

Complex web sites usually are created by large corporations or dot-coms for whom a highly available web presence is absolutely necessary. Hosting a complex web site therefore requires the hoster to duplicate all the components of a large-scale hoster, but for a smaller customer base. Clustering becomes necessary in order to provide high availability. It also becomes necessary to have shared storage in order to provide a single image of web content across elements of a cluster. 

In addition to the entire web hosting system described in Section 3.3, a complex hoster needs two other components: an applications server, and a database server. The applications server makes it possible to rapidly create complex, customized, and dynamic web pages, and the database server stores customization information. Figure XXX shows these additional components. Most complex sites are one-off, and require a dedicated team of support personnel. However, in recent months, a new breed of Managed Service Providers have taken on the task of large-scale complex hosting. They do this by creating templates for complex hosting that can then be customized with relatively little work. The jury is still out on whether complex hosting is amenable to templatization. 

4. Conclusion

In this article, we have examined a number of technologies for web hosting and their application in four hosting environments. The large number of technologies and the rapidly growing demand for web hosting make this a very challenging and complex operating environment. We have seen how web hosting requirements change with the number of hosted domains, and the complexity of the hosted site. Finally, we went through a few blueprints that put together the component technologies to deal with issues faced by each class of web hoster. 

